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Abstract

Contrastive self-supervised learning in image classification is a method that trains1

one image to be randomly augmented with two images(positive pair) so that they2

get closer to each other in the latent space or away from other images(negative3

pair) in the same set. Existing methods using negative pairs have a problem that4

images of the same class in the same batch are incorrectly classified as negative5

pairs. To prevent these negative pairs from being classified incorrectly, we make the6

cosine similarities between the negative pairs similar rather than maximizing the7

distance between them. When the proposed method was trained on the unlabeled8

ImageNet dataset and then compared with the existing methods, the best accuracy9

was achieved in the linear evaluation and transfer learning. Surprisingly, we also10

achieved meaningful results in experiments trained using only negative pairs.11

1 Introduction12

Processing the immense data without annotation on the Internet or social networking service takes13

a lot of time and cost to utilize them in supervised learning. Self-supervised learning aims to14

obtain good features and transfer them to downstream tasks without relying on human annotations15

and is currently performing very close to supervised. The performance is further improved by the16

method[1, 8, 4] using only the positive pair rather than the method[2, 9] using both the positive17

and negative pairs. This improved performance is observed because the use of a negative pair may18

include a tentative positive image among negative images, and a positive image may be misclassified19

as a negative pair. However, there is no need to find a potential positive sample belonging to a20

negative sample since there was no negative batch in the previous methods. Still, a positive batch can21

potentially have a positive sample of the same class.22

In this paper, we present a method that can be used in addition to the contrastive learning method23

using only positive pairs. Negative samples are used by implementing cosine similarities of negative24

pairs, but the performance can be improved regardless of whether they are of the same class or25

not in a mini-batch. The performance can be further enhanced irrespective of whether the image26

is of the same class in the mini-batch by minimizing the cosine similarity distance of negative27

pairs, even if negative samples are used. Thus, a correlation is made by considering the cosine28

similarity for a tentative positive sample in a mini-batch. To prove this, we evaluated our method29

using several standard self-supervised benchmarks. In particular, we achieved 68.4% top-1 accuracy30

with a standard ResNet-50 on the ImageNet linear evaluation protocol. The contributions of this31

paper can be summarized as follows:32

• We utilized cosine similarity for all images in mini-batch regardless of class.33

• We made a correlation between positive samples among different images in mini-batch.34

• We showed the best performance among state-of-the-art contrastive self-sueprvised methods.35
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Figure 1: Proposed architecture.

2 Proposed Method36

Our architecture(Fig. 1) utilizes the values of projection(z) and prediction(p) from the encoder37

structure of SimSiam [4]. p1 ≜ q(g(f(v))) and z2 ≜ g(f(v′)) to minimize negative cosine38

similarity :39

D(p1, z2) = − p1
∥p1∥2

· z2
∥z2∥2

, (1)

where ∥ · ∥2 is ℓ2-norm. This is equivalent to the mean squared error of ℓ2-normalized vectors [8] up40

to a scale of 2.41

The symmetric loss defined in Simsiam is as follows :42

Lp =
1

2
D(p1, z2) +

1

2
D(p2, z1). (2)

The contents of the proposed method are described in this section. We define x ·y ≜ x⊤y/(∥x∥∥y∥)43

in Fig. 2). The number of all cases that can be paired for z and p is expressed as a 2N x 2N matrix.44

This matrix(Si,j) is divided into quarters, as shown in m1(i ≤ N, j ≤ N), m2(i ≤ N, j > N),45

m3(i > N, j ≤ N), and m4(i > N, j > N). The diagonal element of each quartered matrix46

m represents a positive pair. As in NN,N
′
N,NN

′
, N

′
N

′
. N is related to the first random47

augmentation, and N
′

is related to the second random augmentation(Fig. 1). Except for gray, which is48

the diagonal element in Fig. 2, when the remaining elements are arranged horizontally and expressed49

as a one-dimensional array, each element is as shown in s1, s2, s3, and s4 as an element of S50

(equation 3). The equation representing only the negative pair is as follows:51

M(p1, z2) = S

[
M1 − diag(M1) M2 − diag(M2)

M3 − diag(M3) M4 − diag(M4)

]
= S

[
S1 S2

S3 S4

]
, (3)

where diag denotes a diagonal matrix. M1, M2, M3, and M4 are elements when the Si,j matrix(2N52

x 2N ) is simply divided into four matrices(N × N ), as shown in Fig. 2). The cosine similarities of53

negative pairs were minimized by applying the root mean square error (RMSE) to each of the four54

negative pairs. Multiplying by α in the previous formula is the proposed λ loss as:55

Figure 2: Cosine similarity extraction of negative pairs.
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LN = ∥S1 − S2∥+ ∥S2 − S3∥+ ∥S3 − S4∥, (4)

where ∥ · ∥ is the matrix ℓ2norm. In the LN loss, each S1, S2, S3, and S4 matrices corresponding to56

the cosine similarity of the native pair are similar to each other.57

The addition of our proposed LN loss to the Simsiam loss is as:58

L = LP + LN ∗ α, (5)

where α is a scale parameter that determines the weight loss of LN . L is the final loss that we use in59

our proposed method.60

3 Experiments and Results61

3.1 Evaluation on ImageNet training62

As the most important experiment among many experiments, The pretrained model was tested63

with the unlabeled ImageNet dataset. Supervised training only linear classifiers without updating64

all network parameters using the standard linear evaluation protocol on ImageNet, as described65

in [12, 13, 3].66

The results of the method excluding the proposed method are presented in the review article cited [4]67

as shown in Table 1. The momentum encoder method is inefficient because it uses two networks. It68

is very difficult to improve the performance in decimal units in self-supervised learning, but as can be69

seen in Table 1, the proposed method recorded 68.4% and showed 0.3% higher performance than the70

existing methods.71

Experiments are performed using the scale parameter (α) values that directly affect the additional72

LN loss from Table 2. In an experiment where alpha was set to 0.003, 0.01, and 0.02 values; 0.0173

showed the best performance.74

Fig. 3(a) and Fig. 3(b) show the average result of the difference in cosine similarity. It is expressed75

by dividing into four matrices, S1, S2, S3, and S4, in a single mini-batch experiment with batch size76

64 as shown in equation 3. It is expressed in bright color and dark colour when there is a large and77

small difference in cosine similarity, respectively.78

Method Batch size Negative pair Momentum encoder Top 1 acc(%)
SimCLR [2] 4096 ✔ 66.5
MoCo v2 [9] 256 ✔ ✔ 67.4
BYOL [8] 4096 ✔ 66.5
SwAV [1] 4096 66.5
SimSiam [4] 256 68.1
Proposed 256 ✔ 68.4

Table 1: Comparisions on ImageNet linear classification with 100-epoch pre-training. ResNet-50
pre-trained with 224 × 224 views

(a) (b)

Figure 3: (a) Difference between the quadranted cosine similarity matrices (64 × 64) of Simsiam
method. (b) Difference between the quadranted cosine similarity matrices (64 × 64) of the proposed
method.
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Alpha 0.003 0.008 0.01 0.012 0.02
Top 1 Acc (%) 68.09 68.30 68.41 68.23 68.26

Table 2: Various results of scale parameter alpha.

3.2 Transfer to other datasets79

We experimented with self-supervised learning to determine how well features learned on very large80

datasets(such as ImageNet) when transferred to downstream tasks. In this experiment, we refer to the81

downstream transfer method with linear fine-tuning [7, 11].82

Nine datasets were used as the downstream tasks and various types were used as: technical, texture,83

satellite, natural, medical, illustrative, symbolic, and natural. The datasets used are aircraft [17],84

Cars[14], DTD[5], EuroSAT[10], Flowers[18], ISIC[6], Kaokore[20], Omniglot[16], and Pets[19].85

method epoch aug++ mean Aircraft Cars DTD EuroSAT Flowers ISIC KaoKore Omniglot Pets

Supervised 90 65.15 31.05 40.68 64.68 93.85 85.20 72.21 76.98 32.95 88.74
Supervised 90 ✔ 64.13 33.54 41.03 61.49 91.00 82.48 68.72 73.57 37.43 87.93
Examplar-v2 [21] 200 ✔ 69.64 41.88 47.08 66.65 95.44 85.77 75.47 78.44 53.74 82.28

SimCLR [2] 200 ✔ 63.86 32.16 36.80 64.41 95.09 81.77 74.01 77.95 44.31 68.25
MoCo-v2 [9] 200 ✔ 69.69 41.01 44.92 68.40 95.56 85.87 76.34 78.44 57.69 79.01
BYOL [8] 300 ✔ 70.20 43.71 55.28 68.72 94.62 89.01 72.91 78.20 44.33 85.04
SimSiam [4] 100 ✔ 70.43 46.02 39.40 66.54 93.46 87.92 78.04 73.96 68.69 79.83

Proposed 100 ✔ 71.04 46.26 41.44 67.34 93.75 88.78 78.10 73.85 69.83 79.99

Table 3: Downstream transferring results with linear fine-tuning. “epoch” indicates their pre-training
epochs and “aug++” indicates whether trained with data augmentation method of self-supervised
learning [7].

The proposed method shows the best performance compared to other methods in the aircraft, ISIC,86

and Omniglot datasets, and the average accuracy of all datasets is the highest at 71.04%.87

3.3 CIFAR Experiments88

The experiment was also conducted using the CIFAR-10 dataset [15], similar to the training and89

linear evaluation experiments in ImageNet.90

Similar to the ImageNet observations, the proposed method achieves a reasonable result and does91

not collapse. Additional kNN and linear evaluation experiments were conducted using only the LN92

loss we proposed. Surprisingly, as shown in Table. 4, meaningful results were achieved using only93

negative pairs without using positive pairs(only negative pairs).94

method train epoch kNN eval linear eval
SimSiam [4] 800 87.08 91.72
Proposed 800 87.59 91.90
Only negative 800 81.30 88.08

Table 4: kNN and linear evaluation accuracy.

4 Conclusion95

In this study, we proposed a method for minimizing the distance between the cosine similarities of96

negative pairs. Negative samples were used such that the cosine similarity with other negative samples97

in the mini-batch was similar for the two randomly augmented views. The similarity between the98

negatives was not enough in the method using only positive samples when the similarity difference99

was visualized in pixels to check whether the cosine similarity between the negative samples was100

similar. In contrast, our method looked very similar for that case. We achieved state-of-the-art101

performance with a Top-1 accuracy of 68.4%, which was higher than the existing methods SimCLR,102

MoCo, BYOL, SwAV, and Simsiam. These results were obtained with linear evaluation after 100-103

epoch training on an unlabeled ImageNet dataset. Surprisingly, we did not use a positive pair as a104

loss and showed meaningful results using only negative samples in an experiment performed with105

kNN and linear evaluation on the CIFAR-10 dataset.106
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